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Abstract

While searching for and retrieving documents from a caltecis a widely studied prob-
lem, most analysis assume that a user has time to formuldteraar a query in the search
system. In many practical scenarios, such as a call cehieniger is under pressure to
find information for a customer. This research investigéebniques in which the spoken
gueries of a customer can be used to automatically retrifegant documents for the user
by manipulating the characteristics of the query, espgdiaé content.

We use the complete transcribed text of the spoken coni@ndattween the user and the
customer, and study various methods of generating quaritgbke for input to a standard

search engine.



We evaluate our techniques using the data from two real waaldcenterer environ-
ments, the Royal Melbourne Institute of Technology (RMIT9n@puter Science and In-
formation Technology Duty Programmer’s desk, and the cafiter of Medibank Private
Limited. Our results show that there is decided advantageadnipulating the number of
terms in a query to improve effectiveness; which for the pegs of this research is being

measured using mean reciprocal rank of the retrieved ressur
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1 Introduction

A help desk within an organization is a place where custoreatsvhen they have problems with
the services provided by the organization. There are ystyadl or more people staffing the desk,
who have intimate knowledge of the workings of the comparnyigmservices; these people are
called help desk attendants. They handle the calls madesbgutstomers, and subsequently try
to resolve their problems.

Companies typically have support software installed whinghattendants use to assist them
in solving the problems presented by the customers. Theosugp@itware usually involves inter-
action with a resource database which contains informatnathe company’s processes, policies,
procedures and products. The process of problem resoiuntiotves attendants taking call from
a customer, listening to the description of their problend then using the support software to
interact with the database and retrieve resources thatdamlp the attendants in solving the
presented problem. The process usually involves the attemdanually entering a search query.

The process of obtaining the terms of the query from its spagauivalent requires the at-
tendant, through experience or some written protocolsjftalsough the customer’s spoken
problem description and select the specific terms that wiaaititate searching the database for
the relevant resource. The process of sifting through wizet said, obtaining specific relevant
guery words and then entering them into the system is timswoimg and if this was automated,
the whole process could be made faster.

This research begins from the assumption that the speesledethe attendant and the cus-
tomer has been converted to text in full, without any errarardy the transcription. Such a
transcript will in general be noisy and often contain poaitiyictured and ungrammatical struc-
tures. The query needs to be pruned to a more precise andmefevm before it becomes useful
for an automated database search. The attendant, as neghpogviously, does this either on
basis of experience or on the basis of some protocols.

This project will investigate the development of such aaystWe have collected data from
varied sources such as the Duty Programmers desk in the @€8bblsat RMIT, and also the

help desk at Medibank, a large Australian Health Insurarmagany. This data is in the form of
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text queries and for each, the corresponding document tbaides relevant information for that

guery are identified. The research will utilize these trap$e in order to develop algorithms

to successfully prune large query texts into simple, smadl more accurate sets of terms for
successful search. It is these algorithms that will be thim messult of this honours research.

All of us at one time or other have had to call a help desk orlaceaker where we have had to
wait while the attendant attempts to find the proper resairassist us. Successfully completing
this research will improve the quality of service across cahterers of many companies and
also improve the time taken to serve customers, partiguiaremergencies (For example, an

ambulance attendant calling a hospital to ask for mediogkdpaund of a crash victim).

1.1 Research Questions

The primary aim of this research is to provide support foeradtants in a call center or a help
desk environment. This is done by a series of experimentstivé aim of optimizing the query
entered by the attendant into the search system. The vatgedfsexperiments performed by the

researchers would attempt to answer the following question

1. Does the removal of noise terms (For example, “umms” aaglia” improve the effec-

tiveness of search?

2. Does removal of words from a query which occur frequentlythe database improve
effectiveness of search? If so, what is the threshold ofueegy where improvements

are best?

3. Does specific weighting of terms in a query improve rankihgesults?
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2 Background and Related Work

In this section, we survey related work on spoken term dieteetnd query retrieval from tran-
scribed text. This has been divided into three sectiongesemting the three aspects of this

research.

ASR/Trancription T Query generation T Query processing

Figure 1: The three steps involved in this research

2.1 Automatic Speech Recognition and Transcription
2.1.1 Vocabulary Independent Spoken Term Detection

Mamou et al.|(2007) identify two main problems with tranberg queries from spoken record-
ings. First, the transcription of the recordings has to leieate for the retrieval system to return
meaningful documents; and second the system needs to hasidésterms such as “umm” and
“aaahs”.

Because of these possible restrictions an Automatic SpRecbhgnition (ASR) system can-
not be relied upon to transcribe spoken text correctly afettyely as it is not possible to remove
attenuation from transcribed text or to transcribe the detegext without errors. Instead of tran-
scribing the text, Mamou et al. (2007) proposed convertimggtéxt into a phonetic series. This

would represent the query as a series of phonetic transaiphones Even though this process
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of phonetic transcriptions reduces error rates (of trapson) compared to standard transcrip-

tion, this process still has difficulties in properly conueg Out of Vocabulary (OQV) terms,

something which might not happen in a word-for-word traipgmn using an ideal system.
Since both these approaches did not work individually, Maioal. (2007) propose a hybrid

system which is capable of :

e recognizing OOV and in vocabulary(IV) terms;
¢ indexing both word and phonetic transcription; and

e merging all the information from both indexes.

The generation of an individual phone in this particulariyls based on the time duration
between each phone. For example for the phpaseody research, the OOV termprosody is
converted into the subsequent series of phonggaa,z,ih,d,iyand each is indexed. A posting
list of the phones is generated and phones with the time gé&ssfthan 0.2 seconds get their
posting lists merged. Using this technique, the tprnmsody can be generated in text

Mamou et al.|(2007) advise that in any transcript, theretaeeterrors that can emerge. They
are: insertion of non-existing terms; deletion of existi@gns; and, substitution of existing terms
with non-existing ones. These errors collectively give tis the Word Error Rate (WER) which
is a metric used by the authors to measure the accuracy afimectipt.

Since conversion of spoken dialogue to a textual transceguires a robust conversion sys-
tem, which is an issue in its own right, this research shafiroeeeding with the assumption that
the spoken dialogue has been converted into textual tiphss accurately as possible. We do

not consider the problem of transcription errors furthethis thesis.

2.1.2 Spoken Document Retrieval

A vast resource of audio in the form of a dialogue comes froer#uio.| Johnson etial. (1998)
used the audio tracks from the American Broadcast Radio &wkEWws programs as their input.

Using an ASR called HTK (Hidden Markov Model Toolkit), theproverted these duologue’s
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into word transcripts. The particular ASR in question taitsed the dialogue into text by going
over the said text twice to remove any discrepancies.

Using entire episodes of news shows and radio programs, Thé dyystem generated text
that was then processed by the Okapi-BM25 Engine. This errgimoved words deemed trivial
by the internal protocol of the engine (stopping) and themawed common suffixes from words
(stemming). In doing so, this engine also removed the intten@m’sandaaah’sfrom the text
as it deemed them to be stop words. This stopping and stemmingased the precision of
this system by 0.7% compared to previous implementatioh&ghwhad kept these OOV terms
inherently.

Johnson et al.l (1998) also used a word mapping techniqueetnevords likeChechnia
(which is an OOV) was mapped to its proper spell@gechnya This mapping again increased
the precision, this time by 2.0%. However the authors nadé tiese results have emerged af-
ter testing the process on a subset of the transcripts ofuthe ariginally obtained, and hence
the figures indicating increase in precision cannot be cetalyl relied upon. To a get a thor-
ough understanding of the effect of the above mentionedeplres on precision, the authors

recommend testing it against a larger database or colkectio

2.1.3 Experimentsin Spoken Document Retrieval

An interesting problem was observed by Nowell (1998) in tHea® engine used previously
bylJohnson et all (1998). Abbreviations under the Okapirengan the risk of being converted
into stop words after conversion, and removed. For exanfgdlee system came acro&sS the
Okapi pre-processor converted the termisand then the word would be stopped out of the final
set.

This is a problem because abbreviations have the poteatos highly useful in distinguish-
ing documents. A general workaround based on this observitiat was made was to write
abbreviations like the example given previouslylasxxSxxx Once implemented, a general
increase in precision of the documents was observed.

The whole concept of removing OOV noise words from queriessdwt extend to this thesis
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as we find out in experiments later on that, since these woodsodl occur in the document
collection and are therefore indexed at all, removing theamfthe queries has no effect, which

is the approach this research will be taking.

2.1.4 Automatic Call Segmentation

Instead of taking the entire transcript from the caller amel attendant, Park (2007) decided to
split the call transcripts into several sections. The tadgéa comprises of spontaneous speech
between the customer and the caller and service represestaitherwise known as attendant.
The target call, based on the contents was then divided idifiéefent sections. These sections
were“Greeting”, “Question”, “Refine”, “Research”, “Resolution”, “Closing” and “Out-of-
topic”.

These sections were the most generalized form of sectioshsnaleed would vary across
companies and transcripts, and sometimes even attendanis e a factor in the calculation of
the appropriate sections.

Park (2007) used an off-the-shelf Automatic Speech RetiogniASR) system to transcribe
the spoken dialogue and they used a Support Vector Machwigl$ convert the transcribed
dialogue into the relevant sections. Using all this, Paflo?d experimented on about a hundred
automatically transcribed calls.

The off-the-shelf ASR gave Park (2007) a Word Error Rate (WBR42%. They subse-
guently trained the system on about 2,236 manual trans¢wptich contained accurate utterance
changes and speaker turns. Based on the training set, tteensyslized a set of keywords to
sift duologue’s into transcripts. This was effective asttiere are only two speaker types - cus-
tomer and attendant and each of them almost always usesrectisstt of keywords. Perk (2007)
gives examples of keywords likappreciatécustomer) hold(attendant). Using a set of proba-
bilistic measures and the above mentioned set of keywadndssystem classifies the attendant
and the customer dialogue segments. This system, was w@hih 2000 manual transcripts
and showed a 74.67% F-score (which is defined as weightedom&mean of precision and

recall) on average which is a decided improvement.
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In addition to the above mentioned attendant/customesifieation, the system also uses
features like speaker identification, and positions ofratiee in the transcript, to classify the
spoken dialogue into one of the seven sections. The uttesamere merged in the following
two ways: adjacent utterances from the same section typemerged; then, small call sections
between two longer call sections were merged by using theedetfw words per minute process
of finding length of the sectionl_Park (2007) experimentedabout 100 randomly selected
transcripts from a call center of an Information Technolegypany, which was made up of
13.2 hours of conversation. Using 10-fold cross validatibe system showed about 87.2%
classification accuracy on average. This SVM based systean,an this small data set, showed
an improvement on the previous approaches sudResslution onlynethod which had 75.4%,
occurences and thidaximum entropy based segmentatwinich had 81.2% accuracy.

This segmentation could provide call centers with more iBetaknowledge on the calls,
thus enabling many of the applications used by them to seardlsift more efficiently through
the data. This segmentation however still uses an ASR, wéiclording ta_Park (2007) was
highly inaccurate in generating transcripts (42% WER) amaldhence potentially classify the
sections of transcripts incorrectly. In the case of thidipalar research, our aim is to find the
most relevant documents from the collection, but we havérradied the automatic segmentation
method. Rather, we manually extracted the “Question” eacflhe idea of segmentation could
be utilized as a future extension of this particular redeascit provides ample opportunities for

further classification of transcribed text.

2.1.5 Automatic Analysisof Call Center Conversations

In order to assist the call-center agent so that they coulthdo job better, and to assist the
agency itself in collecting the statisti¢s, Mishne et aDd®) decided to evaluate the transcript
of the spoken dialogue with respect to specific domains aed #ssign significance to certain
sections of the transcript.

The assignment of significance to transcript sections isedortwo steps. First, the pre-

computation of word values takes place off-line. This ise&lty comparing the frequency of
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the word in a domain specific corpus to its frequency in an ap@nain corpus. Now that the
words have been assigned their domain specific importaheeyalues are normalized, with 1
representing domain association and O representingdsieciation._Mishne etlal. (2005) then
assign fragment level importance by simply using the sigaifce values of the words in that
fragment. The values for these words were generated in iffied jpre-computation.

Mishne et al.|(2005) used about 2276 calls that were tramesditby an IBM research proto-
type transcription server which had a WER of 30%-40%. The JRrengine was used to index
the corpus, and then the corpus was tested against quehesuthors concluded that they had
been successful in segmenting the parts of the transcagedon their significance, but because
of the high WER and also because the corpus they had initegted it with was not robust, they
recommended further evaluation.

This paper is relevant because the authors show that maskictgpns of transcripts signifi-
cant is useful in allowing for better evaluation by someake &an attendant. But Mishne et al.
(2005) initially did significance evaluation by comparingnas with open-domain corpus which
may or may not skew the results. In our work, we compare theosecof the transcripts with

the collection from which the results need to be taken toagxthe queries.

2.2 Transcription and Query Generation
221 Query Expansion using Associated Queries

The query typed in by the attendant is often not optimal fecHeg the most appropriate doc-
ument. Therefore, the query is often changed or added todier o improve its retrieval per-

formance._Fitzpatrick and Dent (1997) proposed a methodiefygexpansion which works as
follows. For a query that is to be expanded, they gather upse past queries that are very
similar to the current one and obtain the top 100 ranked decisnfor those queries. These
100 documents are merged forming an affinity pool, from wiuahdidate terms for expansion
are selected by running the original query against this padithen using a TF.IDF(Term Fre-
guency,Inverse Document Frequency) term scoring algaritr selection._Fitzpatrick and Dent

(1997) observed an improvement of 15% in average precision.
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Billerbeck et al.|(2003), on the other hand, decided not ttecbthe additional terms to add
from the affinity pool but from the past queries themselvdseylfound out which past queries
matched the current one and then used terms from those gtee&pand the current one.

Billerbeck et al. I(2003) conclude that expanding TREC-1@rggs using associations and
then searching full text was more effective by 26%-29% thaexpansion, and about 18%-20%
better than an optimised conventional expansion approatdwever, this approach to query
expansion requires a large amount of preprocessing. To&areh will use TF.IDF to isolate
possible significant terms in the transcribed conversafibnt instead of query expansion we

use it to prune noise terms from transcribed queries.

2.3 Processing Queries and Document Engine
2.3.1 Stemming and TF.IDF Ranking

Kantrowitz et al. (2000) studied the effects of stemmingnieifrom the collection, especially
when a TF.IDF measure is being used. The authors generafé821stem-equivalence classes
containing about 80,000 words. Stemmers that were usedhadPerter StemmeandDamerau-
Levenshtein Edit distance

The authors use#&dit Distance Edit Distance with complex editnd Prefix Stemmeas
their three algorithms and they used the TREC-2 corporaeftirtg. After their experiments,
Kantrowitz et al.|(2000) concluded that improvements imsteng accuracy yielded correspond-
ing improvements in retrieval precision, however this weesdase only with short queries. There
was an almost linear improvement in performance with irsgea coverage, which suggested
toIKantrowitz et al.|(2000) that further improvements in D ranking are possible if domain
specific lexicons for stem-classes are introduced.

In this research, we use the stemming for both transcribedegiand for document indexing.

2.3.2 Praobabilistic Analysis of Rocchio Algorithm with TFIDF for Text Categorization

One of the most well-known algorithms for text categoriaatis theRocchio relevance feedback

algorithm [Rocchiobl(1971)] and the major heuristic thasthigorithm uses is the TF.IDF (term
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frequency/inverse document frequency) word weightingesed | Joachims (1997) developed a
probabilistic analysis of a TF.IDF classifier which the authcalledPr TFIDF.

After experimenting witiNewsgroumndReuterdata, Joachims (1997) concluded that PrT-
FIDF showed a performance improvement of about 40% in reduerror rates, showing that
the probabilistic model is preferable to the heuristic DF.Imethod. But they also state that
the probabilistic model is preferable only in a theoretisahse simply because in generating
this probabilistic model certain assumptions were madeiawds a combination of these as-
sumptions that provided this model with its results. Beeahgse assumptions are theoretical in
nature, the authors of this research opt for TF.IDF and reoptbbabilistic model.

This research shows that TF.IDF has been used previoudR iout not for improving effec-

tiveness, as we aim to do.
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2.4 Explanation of Terms Used

During the course of this paper, there are few terms usedehaire explanation. There expla-

nation is as follows.

241 Inverted Index

Zobel and Moffatl(2006) have shown that the inverted indexnigfficient data structure for text
guery evaluation. An inverted index basically constituiéa collection of unique terms of the
collection called therocaband aninverted list

An inverted list consists of a series of postings matchirghemique term in the collection.
These postings are in the form Af< d,[f4, ], ... >, wheref, is the frequency of the term in the
collection;d; denotes that the term occurs in documgind f,;, ; denotes the frequency of term

t in document.

Inverted Index

/ N\
/ AN
Voca];/ I\n\verted List
Unique terms Postings

Figure 2: A basic structure of an Inverted File
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242 T-test

When standard deviation of a population is unknown and hdsetoalculated from the data,
doubts as to the statistical significance of the resultearifo ensure the integrity of the re-
sults and also to prove their statistical significance, tissizal test called th&tudent's t-tesis

performed.

A t-test can be described as any statistical hypothetictlgerformed to ensure that the
results were achieved due to the performance of the algoatid not due to chance. The metric
used by the t-test is called thpevalue If the value of this metric lies under a pre-determined
threshold (usually 0.05), then the test and thereby thdtsgsue statistically significant.

For the purposes of this research, we usethal@pendent two sample T-test. We used this
particular equation as our two data sets were equal in size s&id equation can be represented

by:

Xl — X2 S% + S%

= — . SV - =
o X1—Xo

SXl—XQ n

t

s denotes the pooled standard deviatibns group 1,2 is group 2, and the denominator

denotes the standard error of the difference between thenwams.

243 Okapi BM25

Sparck-Jones et al. (2000) proposed the BM25 ranking fontti rank documents based on their

similarity to the given query. Okapi was the first search rado use this function.

BM25, in and of itself, is a whole set of functions rather ttaasingle function. It ignores
the proximity of the query words completely and acts as a Hagawds function, matching

documents to query terms. One of the most widely-used itiateons of the function is:

n

) | f(g:, D) x (ks +1)
score(D, Q) = ZZ:;(([DF(%)) X f(gi, D)+ k x (1 —b+bx ﬁ))
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Term Explanation
f(gi, D) ¢;'s frequency in document D
| D] length of the document

ADL | average document length within the collection

k1 Free Parameter (usually 2.0)
b Free Parameters (usually 0.75)
IDF(q;) I DF weight of theg;

BM25, and some of its newer variants such as the BM25F (WHhiokwsa anchor text and
document structure to be taken into account) are now panparwel of Web search and represent

state of the art search technology.

244 Mean Reciprocal Rank(MRR)

Moffat et al. {1990) define MRR as the average (over a set ofiegjeof the reciprocal of the
rank of the first relevant document in a list of retrieved reses.

A search engine, given a query returns a ranked list of ressuiThe rank of each resource
is an indication of how relevant the resource is to the quegoaling to the search engine.
We invert the rank of the resources to form a metric catlsdprocal rank For example, if
guery 1 gives a reciprocal rank of 0.3, query 2 gives a recgiraank of 0.5. To implement this
metric across many queries or even huge sets of queries,nfagmpehe mathematic function of
meanacross the reciprocal ranks to foivtean Reciprocal Rank-or example, two queries with
reciprocal ranks of 0.3 and 0.5, the mean reciprocal raﬁl‘%’tﬁ . In our research, we are going
to evaluate many different algorithms on a large number efigs and we use MRR as a metric

to demonstrate which algorithm perofmed better than the res
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3 Methodology

3.1 Data Collection

Two types of data are required for our experiments. The @rsgmplete collection that includes
all the documents and the manuals that a help desk attendaisad center attendant would use
in order to solve a problem. Second, we require transcript®aversations between the caller
and the attendant. The former is the resource from which ahgisn should emerge and the

latter is the one which will determine which solution is apgiate.

3.1.1 Duty Programmers Desk

The first source of data for this research was from the Dutgframers Desk at RMIT. The
initial collection that was obtained from the help desk was complete wiki collection used as
a pseudo-manual by the attendants at the Duty Programmeks] Peogrammers (2006) ]. This
wiki exists as a collection of text documents on of the inééservers of RMIT. The transcripts
of conversations needed to be collected first hand as the BR DeRMIT does not record
conversations. Ethics permission was sought and obtarmoedRMIT Human Research Ethics
committee to record help desk conversations. The trarisonpre obtained by recording the
live conversations between students/staff coming to tis& dsking for help and the attendant;
then were recorded only after signing an informed conseant.f@hese conversations were then
transcribed verbatim, word for word, enunciation for enation and these became the queries
for that particular collection. Noise and other random sisutinat constituted the non-word set

were transcribed literally upon the discretion of the resleer.

The main idea was to collect conversations containing O@visgeand random attenuation as
one would expect in a spoken conversation over a telephofaxerto face at any help desk or

call center.
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3.1.2 Medibank

The second set of data was collected from Medibank Inc. Exisdollection is a large corpus
of manuals and documents that a Medibank call center atténadauld use to solve a query,
including, for example, health policies, and informatiam lmenefits. Queries were generated
by selecting documents at random and manually derivingilplessformation for which that
document would be an answer.

These queries were modeled very closely on the transcribedes generated by recording
the conversation at the RMIT Duty programmers desk. Thisdwe in an effort to ensure that

these artificially generated queries resembled the redthasrclosely as possible.

3.2 Software

To conduct searches, we used the Zettair Search Enginel[&bale (2003)]. Zettair is an open
source tool that includes an implementation of the Okapi2ZBNIIRobertson and Sparck-Jones
(1976) ] similarity measure. By default, Zettair does noplement stopping but stemming is

implemented, and we adhered to said parameters.

3.3 Evaluation Metric

We use Mean Reciprocal Rank (MRR) to evaluate search peafocen This metric was chosen
because in a call-center or a help desk environment, tharsuially a document that will sat-
isfy the query completely. MRR has been successfully useal mgtric during the evaluation
of the Question-Answering Track during TREC!8 [Vorhees0() and also during TREC-11
[Crasswell et al.[(2004)] and that was the added justificdiio using the specific metric.

3.4 Pruning Queries

This research aims to prune a query to a form which wouldenetrthe most relevant resources.
We use the IDF value of terms in the query to select which teshmild be discarded. This

research assumes that the less frequently a word occursaitteaton, the more useful it is in
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identifying the document it is associated with. That is,&do) _,_,(fs:) implies that the is

more important.

4 Experiments

4.1 Reduction of Query Length

This experiment was conducted to determine if the lengtruefy independent of all other fac-
tors, had any effect on the rank of the retrieved documentetAf fifty queries were generated
from the collection of transcribed conversations colldaéthe CS and IT Duty Programmers
desk. The queries were then broken into three forms. For pbeathe queryHow do | get vic

working on Linux?was parsed into

e Sentence how do i get vic working with linux rather than windows?
e Phrase how vic work linux

e Keywords -vic linux

The sentence form obviously implied that the initial quesyld only be stripped of the noise
terms and all other words left intact. The phrase form intbtieat noise terms and also common
terms like 'I’ or 'on’ had to be removed. The final form had exthing but the most essential
terms removed from the query, where essential was detedbiyéhe researcher.

These sets of queries were run against the wiki index, githegesults in Figure 3.

It can be seen from the graph that the phrase and keyword typey dpas a better MRR
than the complete sentence. The researchers determirsibiecause in the sentence form, the
search engine returns documents based on all the query, ®me of which might not concern
the relevant topic, whereas in the phrase and keyword fdrenpffending query terms did not
exist and the search results were much more focused. Thise=s better mean reciprocal rank.
For example in the above mentioned example, the term “wisdowisleads the search engine

into retrieving documents that might not have anything tavith the main aim of the query.
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Page Rank vs Query Complexity
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Figure 3: Reduction of Query Length
411 Results

The longer a query is, the more terms it has and hence moreelhiaat less relevant documents
will occur in the list of retrieved documents, which in turright prevent the attendant from

solving the problem quickly.

Upon experimenting with the collection by querying it witbegies of varying lengths, the
researchers determined that query length did have an effetite ranking of retrieved docu-
ments. This was because reduction in length reduced theenwhterms in the query that could
bring up documents that did not specifically have anythinddavith the topic in hand. Thus,
in this particular experiment, phrase and keyword showeamgmovement of 14% which is a

significant improvement.

21



Anticipating Search Needs in Real Time Help desk Envirorisien Mujtaba Hussain

4.2 Query Pruning Based on IDF

This experiment was based on the idea that the importanceefrawas determined by how
many documents it occurred in. The terms in question areettmest of the queryt() and their
frequency is calculated in the form of IDF obtained from tb#exction itself.

There are several intervening steps before the query camiegainst the collection.

421 ParseQuery

The query must go through the same pre-processing thatileetoon underwent and hence must
be stemmed and stopped in an identical manner. This redneespbken query to a collection
of words. For example, a sample query lik&hat err, must a naturopathy provider umm do in
order to pay benefits?becomeswhat must naturopathy provid do order pay benefitThis is

achieved by passing the query through Zettair’s indexer.

422 Index Statistics

The IDF statistics are collected using a Zettair binaryezhtkt_cat which returns the document
frequency {;) for each term amongst other things. The following is a sang@ble based on a
few terms of the query mentioned above, after it is parsedtardd F' has been extracted from

the index.

tq tf

naturopathy 60
order 143
what 187

provider | 271

Once the statistics have been generated, the terms in theapeghen arranged in ascending
order of theirt; and that collection of terms then serves as a query. Afteremethe first term,
which has the lowest IDF, is removed and the query is run agde collection again. This

process is continued till there are no more terms left in tery
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The aim of this experiment is to observe whether the remolvédw IDF terms from the
guery improves the reciprocal rank. This experiment wasouer a set of 150 queries from 30
different documents.

Figure 4 shows that pruning 60 percent of these queries thieamiaximum mean reciprocal
rank for the query. This result is backed up by statisticatilysis {-test, p-value of less than
0.05).
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Figure 4: The median of the mean reciprocal values along thghstandard deviation values.

The black dots represent the mean values and the horizaratdépresent the median values.

423 Results

The idea behind this experiment was that not every word ingnery is as important as that
potential keyword which retrieves the relevant documertte @im of this experiment was to

find those keywords and reduce the query as much as possiliéek@bping the most important
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keywords.

The experiments determined that IDF is an important factaifting relevant query terms
from non relevant ones. Reducing the query one term at a time@sthat at 68:5%, the query
contains enough keywords to ensure the maximum mean reaigank. This is because reduc-
tion in query terms with a low IDF ensures that the query costanly those words which are
very important to the topic of the query. These words are gpgcific to the documents they
relate thereby increasing the MRR. But if we throw away tomyni@rms, chances are that we

might discard important terms which might reduce the MRR.

4.3 Query Term Weighting

This experiment was conducted to determine whether giviniglaer weight to certain terms in
a query had any effect on the associated mean reciprocal Tanjut it into perspective of the
entire research, the results would then be compared witlnéa reciprocal obtained by pruning
the query up to the optimum percentage obtained in the pusve&periment which is 665%.

We experiment with increasing the weight of those query setinat are also title terms of
some document in the collection. If a query term exists intiie of any document, then it is
repeated in the query in order to increase its relative inamae with respect to the rest of the
terms in the query.

To ensure that a broad scale of weighting was achieved, thesterere incrementally re-
peated from 2 to 10 and were compared with the optimum prumegsure. The experiment
was run over 150 distinct queries taken from 30 documenentéiom the Medibank collection.
The results are shown in Figure 5.

Figure 5 clearly shows that giving extra weight to terms whiccur in the title index in-
creases the mean reciprocal rank compared with its optimuwmepl counterpart. However,
repeating the title terms more than once offers no furtheefits. Upon closed inspection, it is
observed that it is the presence of title terms in the quernghvaillow Zettair to bring up the rel-
evant documents precisely whereas pruning the query as tiemeoves the title term and hence

does not perform as well.
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Optimum pruning measure vs Term Weighting
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Figure 5: Giving higher weight to title terms

431 Results

The aim of this experiment was to see the importance that tétims have in a search. The
process of giving more importance to words that occurretiertitle of a document by repeating

them several times was used to investigate this idea.

The results showed that there is a increase in performanee wie repeat the terms more
than once, but that further repetition has no further acagamt Upon comparison with the re-
sult of the query pruned to its optimum percentage (as shawhd previous experiment), the
mean reciprocal rank was higher. This is due to the fact timeasing the weight of title terms

improves the performance of the ranking function.
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4.4 Pruning Query Based on Title Terms

The last experiment sought to exploit the features of theipus two. In this experiment, we
parsed the query through Zettair and then arranged the tetimsquery based on two algorithms

which are implemented sequentially. They are:

e separate the set of query terms into groups, those that ottities and those that don't;

and

e order the terms in each group by ascending order of their IDF.

Once the queries were arranged in that order, they werallgitun against Zettair intact.
After each run, terms were removed from the query . Firsinsewere removed from the non-
title word group and once this group was depleted, terms war®ved from the title-group.

Figure 6 shows the MRR for different proportions of removeudds.

441 Results

The aim behind this experiment was to combine the two appexmto a hybrid scheme con-
taining the positive approaches of the previous algorithitng results showed that if the query
does not contain any title terms, then pruning it to about @@%roves the mean reciprocal rank
compared to using the query in its full form. But if the quepntains title terms, then pruning

has no further benefits. This is so because when the quergioenitle terms, the search engine

in question is extremely good at finding the documents whietheot the query is pruned or not.
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Pruning Query based on title terms
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Figure 6: Hybrid Approach
5 Conclusion

In help-desk environments, there is a need to answer a castoguery in the least amount
of time as possible. In this research we consider the probleeifectively retrieving relevant
resources from a help-desk database based on spoken queries

We initially evaluated the effects of query length on the mesciprocal rank and found that
decreasing the number of terms did affect the MRR. Hence wetied the research at finding
the degree of pruning to achieve the best result.

We rearranged the query terms based on their IDF and founaftiea pruning the query to
60+5%, the mean reciprocal rank was at its highest and thatdupiuning provided no further
benefits. Statistical analysis demonstrated the validitiie result.

To examine whether further improvement could be achievelgctve weighting of query
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terms was implemented which was inherently biased towamasg that occurred in the titles
within the documents. This procedure provided further imvpment in the mean reciprocal
rank.

As a result of these approaches, a hybrid approach was geeklehich arranged the query
terms into two groups, one containing title terms and thefoemed the other group. Both were
arranged in order of ascending IDF and then the query wasegrtmhe previously achieved
benchmark of 685% and it was found that if the queries contained title terthan pruning
held no real advantage but if the query did not contain télenss, then pruning provided real
benefits in improving search effectiveness.

The aim of this research was to improve effectiveness ofieeim call center and help desk
environments. We have shown experimentally that our agpraespecially the hybrid approach,
improves the effectiveness of search involved. Hence wamnetend this approach of combining
IDF title and document terms and selective pruning as anamgment on simple ad hoc search

in said environments.

6 FutureWork

6.1 Automatic Speech Recognition

The researchers manually transcribed the recorded catigrs and thereby achieving a WER
of 0%. This is not possible when the data increases or whemjuley set increases. This
research can be extended into the area of Automatic SpeaxdgRigon. This would increase
the WER and thereby reducing the accuracy of the transaimpdsthereby the accuracy of the
results. However, the researchers who would implement aR w8uld have to decide on an

accuracy/ease-of-transcription trade-off.

6.2 Larger Collections

The results of this research were obtained for two specifiections. The first collection in-

volved insurance data from Medibank Private and the othelwed technical data from the
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CS IT Duty Programmers desk, RMIT. Consistency of the reszdh only be maintained if the
above mentioned algorithms are evaluated across a brogd odrdata, involving a number of

different collections.

6.3 Real Queries

The queries used in this research were either collectee @ity Programmers desk by record-
ing conversations between a customer and an attendant ermamually generated by the re-
searcher. The former set of queries formed a small subsbkedbtal queries used as collection
of said conversations was hampered due circumstancesletits control of this research. The
latter set of queries formed the larger percentage of tia $et but were inherently not closely
related to the real world queries as they had been generdbebgsearchers themselves.

To ensure that these results are scalable across colleetimhdata, more real world queries
need to be collected for the algorithms to evaluate. Thisardy be done if the queries them-

selves are collected from a large resource in addition tol#te itself.
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